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1 Symbols

To make the reading process more convenient for readers, we provide a symbol table contain-
ing the key symbols used in the paper, allowing readers to easily reference their corresponding
meanings.

Symbols Description
Mtotal The total memory available for the whole buffer pool.
Mrow,Mcol The memory allocated to the row and column store buffers, respectively.
W (C) The size of the selected column set.
POLTP A model or function that predicts the TPS for the current OLTP workload.
K The data synchronization strategy.
t0, t1, . . . , tn Equal-sized time windows, where ti represents the i-th time window.
θti ,θ

′
ti

Required TPS and its forecasted value for the upcoming time window ti.
The forecasted value (θ′ti) is predicted by the workload predictor.

Wap(ti),
W ′ap(ti)

The OLAP workload for time window ti, whereWap(ti) is the actual work-
load and W ′ap(ti) is the forecasted value.

Cti The chosen column set in time window ti.
CostWap(ti)(Cti) The OLAP workload cost at time ti.
Cost∆(Cti ,K) The delta synchronization cost at time ti.
Costtiswitch The switching cost incurred when triggering dynamic memory allocation at

time window ti.
F (ti) The memory reallocation strategy that determines whether to trigger real-

location at the start of time window ti.

Table 1: Symbol Table (Section 2: Problem Definition)
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Symbols Description
Q1, Q2, . . . , Qs Original queries in the OLAP workload Wap.
M The total number of columns in the database.
C1, C2, . . . , CM The columns in the database.
K The total number of subqueries in the OLAP workload Wap.
ql The subquery responsible for data scanning and filtering. The original query

Qs may contain more than one subquery.
Gl The group of columns involved in subquery ql. |Gl| denotes the number of

columns in group Gl.
fl The execution frequency of subquery ql.
costqlrow,cost

ql
col The cost of retrieving data through sequential scan or column scan for

subquery ql, respectively.
xm A decision variable indicating whether column Cm is selected.
wm The memory usage of column Cm.
zl A decision variable indicating whether query ql is scanning from column

storage.
Costread,Costsync Costs of reading and synchronizing the delta table, respectively.
N(t) The number of records in the delta table at time t.
w0, w1,w2, w3 Coefficients for the linear cost models of reading and synchronizing the delta

table.
α The synchronization threshold.
J The total number of tables in the database.
bj The number of UID operations on table j.
νj The number of times delta table j is accessed.

Costj∆ The total cost associated with reading and synchronizing the delta table of
table j.

uj A decision variable indicating whether the columns of table j are loaded
into memory.

Sj The set of columns in table j.
U(Mcol) Objective function representing the total cost associated with a given col-

umn memory allocation, where smaller values are preferable.
K ′ Reduced number of communities after spectral clustering.

Table 2: Symbol Table (Section 3: T 2 FOR STATIC WORKLOADS)
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Symbols Description
Qs A specific OLAP query template.

R
(Qs)
t The request rate for query template Qs at time t.

L The total number of query templates in the workload.
Rh The sequence of request rates for all query templates up to time h.
γ The number of future time intervals to predict.

R̂
(Qs)
t+γ The predicted request rate for query template Qs at time interval t+ γ.

∆Cti The set of columns that are present at time interval ti but not at the previous
interval ti−1.

Tables(∆Cti) A function returning the set of unique tables containing columns in ∆Cti .
Costrow(Tj) The cost for performing a full table scan on table Tj from the row store.

Table 3: Symbol Table (Section 4: T 2 FOR DYNAMIC WORKLOADS)

2 appendix

2.1 Pseudocode for GACC algorithm

We designed a greedy algorithm for column selection, and the pseudocode is shown below.
First, an empty set selected columns is initialized, and the available memory is set toMcol.
Then, a greedy strategy is applied for column selection.

The set p contains all column combinations and their associated performance gains,
denoted as ’score’, which is calculated as costqlrow−cost

ql
col. During the greedy selection process,

at each step, the column combination with the highest performance gain to memory cost ratio
is selected. However, it is necessary to update the memory cost of each column combination
during the selection process, as some columns already included in selectedcolumns do not
incur additional memory costs. Thus, lines 9–13 are used to recalculate the memory cost
of each column combination. Lines 14–17 select the column combination with the highest
benefit-to-weight ratio. After selecting the best column combination, lines 22–25 update the
remaining available memory and the selected columns set. By repeating this process, the
available memory is gradually consumed until it is fully utilized.
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Algorithm 1 Greedy Algorithm for Column Combinations (GACC)

1: Initialize selected columns← ∅
2: Initialize available cost←Mcol

3: while available cost > 0 do
4: best ratio← 0
5: best combination← None
6: for combination ∈ p do
7: total score← p[combination][′score′]
8: total cost← 0
9: for column ∈ combination do
10: if column /∈ selected columns then
11: total cost← total cost+ w[column]
12: end if
13: end for
14: if total cost ≤ available cost and total score/total cost > best ratio then
15: best ratio← total score/total cost
16: best combination← {(col, w[col]) : col ∈ combination \ selected columns}
17: end if
18: end for
19: if best combination = None then
20: break
21: end if
22: for (column, cost) ∈ best combination do
23: Add column to selected columns
24: available cost← available cost− cost
25: end for
26: end while
27: return selected columns

2.2 Supplementing the Optimal Data Synchronization Strategy

We provide a more detailed derivation process, compared to the paper, to explain how the
synchronization threshold is obtained.

We model this problem by selecting a time period [0, T ]. We assume that data updates
are uniformly distributed within this time period, meaning the number of records in the delta
table grows linearly at a constant rate of r = b

T
, where b is the total number of data update

records during the time period [0, T ]. A synchronization is performed whenever the number
of records reaches the threshold α. Given the assumption of a constant data growth rate, the
time interval between each synchronization is uniform. Since synchronization is triggered
each time the number of records reaches α, there will be b

α
synchronization events over the

time period [0, T ]. The cost of a single synchronization operation is w2α + w3, resulting in
a total synchronization cost during the time period [0, T ] of:

Costsync =
b

α
× (w2α + w3)
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Assume that reading events are uniformly distributed within the time period [0, T ]. There
are a total of ν reads in the time period [0, T ]. Due to the assumption of a constant data
growth rate, the time interval between each synchronization trigger is also the same, denoted
as Tα = α

r
. The expected time for each read is

E[Costread(t)] =

∫ Tα

0

Costread(t)h(t)dt

where h(t) is the probability density function of t, which is 1
Tα

in the case of a uniform
distribution. Based on the previous discussion, N(t) = rt and we have:

E[Costread(t)] =

∫ Tα

0

(w0rt+ w1)
1

Tα

dt =
w0r

Tα

∫ Tα

0

tdt+
w1

Tα

∫ Tα

0

dt

=
w0r

Tα

· t
2

2

∣∣∣∣∣
Tα

0

+
w1

Tα

· t

∣∣∣∣∣
Tα

0

=
w0r

α
r

2
+ w1 =

w0α

2
+ w1

During each synchronization cycle of Tα, ν
Tα

T
reads will occur. The total read cost during

Tα is

CostTα
read = ν

Tα

T
× (

w0α

2
+ w1)

The overall cost, Cost∆, is the sum of the synchronization and reading costs in each
synchronization cycle, given by Cost∆ = Costsync + Costread:

Cost∆ =
b

α
(w2α + w3) +

b

α
· ν Tα

T
× (

w0α

2
+ w1)

=
b

α
(w2α + w3) + ν(

w0α

2
+ w1)

(1)

To find the value of α that minimizes Cost∆, we need to take the derivative of Cost∆
with respect to α and set it to zero:

dCost∆
dα

=
d

dα
(
b

α
(w2α + w3) + ν(

w0α

2
+ w1))

=
dbw2

dα
+

d bw3

α

dα
+

dνw0α
2

dα
+

dνw1

dα
= −bw3

α2
+

νw0

2
= 0

By solving the equation above, value of α can be obtained:

α =

√
2bw3

νw0

(2)
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